
Simplifying the evidential condition on asking polar questions
In classic accounts of polar question semantics [1, 2], positive polar questions (PPQ) like (1), low
negation questions (LNQ) like (2), and high negation questions (HNQ) like (3) all denote the same
set of answers: {that Mo sang, that Mo didn’t sing}. But PPQs, LNQs, and HNQs have differ-
ent distributions [3, 4, 5]. PPQs appear in evidentially neutral contexts like (4), and in contexts
with evidence for the positive answer like (5). LNQs and HNQs are acceptable in contexts with
evidence for the negative answer like (6). And HNQs are acceptable with neutral contextual ev-
idence, but they also require the speaker to have a preexisting positive bias [4, 6, 7, 8], which
makes them unacceptable in (4), but acceptable in (7). The LNQ/HNQ asymmetry in (8) shows
that LNQs don’t have the same positive bias requirement. This data supports the felicity condi-
tions in (9) and (10). While (9) has been widely discussed [3, 4, 5, 9, 10, 11, 12, 13], no universally
accepted explanation has emerged. In this talk, I make the novel argument that the HNQ eviden-
tial condition in (9c) dissolves under scrutiny, and so only the PPQ condition in (9a) and the LNQ
condition in (9b) need to be explained. I then argue that an explanation can be given based on
general principles of markedness and information structure, even while maintaining a classic {𝑝 ,
¬𝑝} semantics for both PPQs and LNQs.
The LNQ evidence condition does not apply to HNQs: (7) is crucial in establishing the differ-
ence between the LNQ condition in (9b) and the HNQ condition in (9c). (7) lacks the contextual
evidence required to satisfy (9b) and the LNQ is infelicitous, but (7) has the speaker bias that
HNQs require as stated in (10), and the HNQ is felicitous, which leads to the assumption that
HNQs permit neutral evidence as in (9c). Despite this, [10] and [11] both claim that (9c) is incor-
rect, and that HNQs are instead subject to (9b). To explain the acceptability of the HNQ in (7),
[11] argues that contextual evidence for the negative answer ¬𝑝 can be accommodated. E.g., if
the opening act is relevant, and B fails to mention 𝑝 , that Chai is opening, then A can take this
as contextual evidence for ¬𝑝 . However, this explanation incorrectly predicts the LNQ in (7) to
be felicitous as well. Since it isn’t, HNQs and LNQs must not be subject to the same condition.
Evidence against the HNQ evidence condition: The HNQ condition in (9c) says that HNQs
are only compatible with evidence for ¬𝑝 (negative evidence), or no evidence (neutral evidence).
(6) and (7) respectively demonstrate that HNQs are acceptable in each of these kinds of contexts,
while (5) is a context with positive contextual evidence in which the HNQ is unacceptable. How-
ever, the HNQ in (5) may be unacceptable for another reason: A has no preexisting bias, and so
does not meet the HNQ speaker bias condition in (10). Further support for (9c) is needed.

(11), based on [4, ex. (9)], is also supposed to establish (9c), but has a similar problem to (5).
There is contextual evidence for (11a)’s prejacent 𝑝 , so (11a) is predicted by the HNQ evidential
condition (9c) to be infelicitous, while (11b) with prejacent ¬𝑝 is predicted to be felicitous. Thus
[4] claims that such examples support (9c). However, the contrast in (11) can also be explained
by the HNQ speaker bias condition in (10) alone, since the speaker is not biased for 𝑝 , the propo-
sitional prejacent of (11a), but is biased for ¬𝑝 , the prejacent of (11b).

So far then, we can explain (5) and (11) either via (9c) or via (10). Note that we have indepen-
dent motivation for the HNQ bias condition in (10): the HNQ evidential condition in (9c) is met
in both (4) and (8), and yet the HNQs are infelicitous. They are infelicitous because (10) is not met
in (4) and (8). Thus, using (10) instead of (9c) to explain (5) and (11) is more parsimonious because
we need (10) for independent reasons, namely to explain the infelicity of HNQs in (4) and (8).

If the HNQ evidential condition in (9c) is to survive, we will need to find some motivation for
it that cannot be explained by (10). To do so, we need an example in which the requirement in (10)
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is met (the speaker is biased for 𝑝), but the requirement in (9c) isn’t (there is contextual evidence
for 𝑝), with the result that the HNQ is infelicitous, thus showing that (9c) is independently needed.
(12) provides the right test, and (12a) is infelicitous, as predicted by (9c). However, like (5) and (11),
(12a) is likely infelicitous for a different reason: In this case, A already believes 𝑝 and the evidence
supports 𝑝 , so A has no need to ask this question ([5, p. 8] make a similar observation about how
questions are motivated). The PPQ in (12b) is also infelicitous, a fact that can’t be explained by
(9). Therefore, we need the independent explanation just above, that A lacks a motivation for
posing the questions in (12), and (9c) is again rendered superfluous.

Finally, there are examples like the two in (13) in which there is evidence for 𝑝 and the HNQ
is felicitous, which directly violates the HNQ evidential condition in (9c).
There is no HNQ evidence condition: (5), (11), and (12) can be explained independently of the
HNQ evidence condition (9c), and (13) violates (9c). I conclude that there is no HNQ evidence
condition. (9c) can be discarded. This dissolves a puzzle raised by [3] and echoed by [4]: They
seek—but by their own admission fail to find—a satisfying unified account of evidence conditions
holding on all kinds of positive and negative polar questions including HNQs. If my line of
argument is correct, the search for a unified account that includes HNQs can be abandoned.
Explaining what remains: With HNQs out of the way, the evidential condition in polar ques-
tions can be explained in two parts. (i) Suppose PPQs and LNQs have identical denotations: J?𝑝K =
J?¬𝑝K = {𝑝 , ¬𝑝}. Suppose also that contextual evidence for a proposition 𝑝 makes 𝑝 more salient
than ¬𝑝 . Suppose finally that there is a general principle requiring speakers to maximize rela-
tions between what they say and the context; more specific principles like Maximize Anaphoric
Relations or Maximize Presupposition are corollaries of this [14]. I posit another corollary: If a
speaker wants to ask whether 𝑝 or ¬𝑝 , and one of those propositions is more contextually salient,
then the speaker must use the more salient proposition as the prejacent of the question. This ex-
plains why contextual evidence can force the use of a PPQ or LNQ, even if they are semantically
identical. For different, but equally accurate, explanations of part (i), cf. [11] and [13].

(ii) The preference for PPQs in evidentially neutral contexts is explained by the markedness of
negation [15]. The presence of negation in LNQs makes them morphosyntactically more complex
than PPQs. A preference for less complex expressions, which is apparently lower ranked than
the requirement to maximize contextual relations, makes PPQs preferred to LNQs in evidentially
neutral contexts (perhaps deriving from the maxim of manner, [11]).

These explanations, or other possible explanations of (i) and (ii) from [11] and [13], would be
too simple to explain the evidential condition when the HNQ condition in (9c) is included. [11]
tries to get around this by arguing that HNQs are in fact subject the LNQ evidence condition
in (9b); but I demonstrated problems for this view. And [13] exclude HNQs, but do so without
any discussion of them. My argument in favor of excluding HNQs clears the path. Dissolving
the HNQ condition in (9c) simplifies the puzzle, allowing it to yield to simple explanations while
retaining a simple semantics.
(1) Did Mo sing? (PPQ) (2) Did Mo not sing? (LNQ) (3) Didn’t Mo sing? (HNQ)

(4) Neutral Evidence: A just got home and is looking for her roommate Mo. She has no idea
whether Mo is home or not, but their mutual roommate B is, so A says to B:
✓Is Mo home? # Is Mo not home? # Isn’t Mo home?
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(5) Positive Evidence: A has been a windowless office all day and hasno ideawhat the weather
is. B walks in with a wet umbrella and raincoat. A says:
✓Is it raining? # Is it not raining? # Isn’t it raining?

(6) Negative Evidence + Positive Bias: A had been pretty sure that Mo’s house is blue. Then B
says, “Meet me at Mo’s house, it’s the red one down the street.” A says:
# Is Mo’s house blue? ✓Is Mo’s house not blue? ✓Isn’t Mo’s house blue?

(7) Neutral Evidence + Positive Bias: B tells A that she is going to see Mitski in concert. A
previously heard that the opening act will be Chai. A: Oh yeah, I heard about that show.
✓Is Chai opening? # Is Chai not opening? ✓Isn’t Chai opening?

(8) Negative Evidence + No Bias: A has no idea what the weather is. B walks in rubbing his
hands together and stamping his feet, and says, “I hate the weather in this town!” A says:
# Is it nice out? ✓Is it not nice out? # Isn’t it nice out?

(9) Evidential conditions on asking polar questions (where 𝑝 = e.g. that Mo sang in (1)-(3))
a. PPQ condition: PPQs require there to be no evidence against 𝑝 (neutral or positive)
b. LNQ condition: LNQs require there to be evidence against 𝑝 (negative)
c. HNQ condition: HNQs require there to be no evidence for 𝑝 (neutral or negative)

(10) HNQ speaker bias condition: HNQs require the speaker to have a preexisting, poten-
tially private bias for 𝑝; LNQs don’t. (not explained here; see accounts in e.g. [6, 7, 8])

(11) A believes that Mo is right handed (bias for ¬𝑝). Then A and B see Mo writing with her
left hand (evidence for 𝑝). A says to B:
a. #Isn’t Mo left handed? (HNQ-𝑝) b. Isn’t Mo right handed? (HNQ-¬𝑝)

(12) A believes Mo is left handed. Then A and B see Mo writing with her left hand. A says:
a. #Isn’t Mo left handed? b. #Is Mo left handed?

(13) a. A and B go outside. It’s a sunny day.
A: Isn’t it nice out?

b. B: It’s nice out.
A: Isn’t it?
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